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Children learn words through an accumulation of interactions
grounded in context. Although many factors in the learning environ-
ment have been shown to contribute to word learning in individual
studies, no empirical synthesis connects across factors. We in-
troduce a new ultradense corpus of audio and video recordings of
a single child’s life that allows us to measure the child’s experience
of each word in his vocabulary. This corpus provides the first direct
comparison, to our knowledge, between different predictors of
the child’s production of individual words. We develop a series
of new measures of the distinctiveness of the spatial, temporal,
and linguistic contexts in which a word appears, and show that
these measures are stronger predictors of learning than frequency
of use and that, unlike frequency, they play a consistent role
across different syntactic categories. Our findings provide a con-
crete instantiation of classic ideas about the role of coherent ac-
tivities in word learning and demonstrate the value of multimodal
data in understanding children’s language acquisition.

word learning | language acquisition | multimodal corpus analysis |
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Adults swim effortlessly through a sea of words, recognizing
and producing tens of thousands every day. Children are

immersed in these waters from birth, gaining expertise in navi-
gating with language over their first years. Their skills grow
gradually over millions of small interactions within the context of
their daily lives. How do these experiences combine to support
the emergence of new knowledge? In our current study, we de-
scribe an analysis of how individual interactions enable the child
to learn and use words, using a high-density corpus of a single
child’s experiences and novel analysis methods for characterizing
the child’s exposure to each word.
Learning words requires children to reason synthetically,

putting together their emerging language understanding with
their knowledge about both the world and the people in it (1, 2).
Many factors contribute to word learning, ranging from social
information about speakers’ intentions (3, 4) to biases that lead
children to extend categories appropriately (5, 6). However, the
contribution of individual factors is usually measured either for a
single word in the laboratory or else at the level of a child’s
vocabulary size (4, 6, 7). Although a handful of studies have
attempted to predict the acquisition of individual words outside
the laboratory, they have typically been limited to analyses of
only a single factor: frequency of use in the language the child
hears (8, 9). Despite the importance of synthesis, both for theory
and for applications like language intervention, virtually no re-
search in this area connects across factors to ask which ones are
most predictive of learning.
Creating such a synthesis, our goal here, requires two ingred-

ients: predictor variables measuring features of language input and
outcome variables measuring learning. Both of these sets of mea-
surements can be problematic.
Examining predictor variables first, the primary empirical fo-

cus has been on the quantity of language the child hears. Word
frequencies can easily be calculated from transcripts (7, 8), and
overall quantity can even be estimated via automated methods
(10). Sheer frequency may not be the best predictor of word
learning, however. Although some quantity of speech is a prereq-
uisite for learning, the quality of this speech, and the interactions

that support it, is likely to be a better predictor of learning (2, 11,
12). In the laboratory, language that is embedded within co-
herent and comprehensible social activities gives strong support
for meaning learning (3, 13). In addition, the quantity of speech
directed toward the child predicts development more effectively
than total speech overheard by the child (14).
Presumably, what makes high-quality, child-directed speech

valuable is that this kind of talk is grounded in a set of rich
activities and interactions that support the child’s inferences about
meaning (2, 11). Measuring contextually grounded talk of this type
is an important goal, yet one that is challenging to achieve at
scale. In our analyses, we introduce data-driven measures that
quantify whether words are used in distinctive activities and in-
teractions, and we test whether these measures predict the child’s
development.
Outcome variables regarding overall language uptake are also

difficult to measure, especially for young children. Language
uptake can refer to both word comprehension and word pro-
duction, with comprehension typically occurring substantially
earlier for any given word (15). In-laboratory procedures using
looking time, pointing, or event-related potentials can yield re-
liable and detailed measures of young children’s comprehension,
but, typically, only for a handful of words (e.g., refs. 14, 16). For
systematic assessment of overall vocabulary size, the only methods
standardly used with children younger than the age of 3 y are parent
report checklists (15) and assessment of production through
vocabulary samples (8). We adopt this second method here. By
leveraging an extremely dense dataset, we can make precise and
objective estimates of the child’s productive vocabulary through
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The emergence of productive language is a critical milestone in
a child’s life. Laboratory studies have identified many individ-
ual factors that contribute to word learning, and larger scale
studies show correlations between aspects of the home envi-
ronment and language outcomes. To date, no study has com-
pared across many factors involved in word learning. We
introduce a new ultradense set of recordings that capture a
single child’s daily experience during the emergence of lan-
guage. We show that words used in distinctive spatial, tem-
poral, and linguistic contexts are produced earlier, suggesting
they are easier to learn. These findings support the importance
of multimodal context in word learning for one child and
provide new methods for quantifying the quality of children’s
language input.
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the identification of the first instance of producing an individual
word. Although this method does not yield estimates of com-
prehension vocabulary, production can be considered a conser-
vative measure: If a child is able to use a word appropriately, he
or she typically (although not always) can understand it as well.
In addition to the measurement issues described above,

studies that attempt to link input to uptake suffer from another
problem. The many intertwined connections between parent and
child (genetic, linguistic, and emotional) complicate direct causal
interpretations of the relationship between input and learning
(17). Some analyses use longitudinal designs or additional mea-
surements to control for these factors (e.g., refs. 7, 14). Here, we
take a different approach: We use a classic technique from cognitive
(18) and developmental psychology (19), the in-depth case study
of a single individual, treating the word as the level of analysis
rather than the child. We make distinct predictions about indi-
vidual words based on the particular input the child receives for
that word (holding the child and caregiving environment con-
stant across words).
Using this single-child case study, we conduct two primary

analyses. First, we measure the contribution of input frequency
in predicting the child’s first production of individual words and
examine how it compares with other linguistic predictors at a
word-by-word level, examining this relationship both within and
across syntactic categories. Next, we add to this analysis a set of
novel predictors based on the distinctiveness of the contexts in
which a word is used; these predictors dominate frequency when
both are included in a single model.
The contribution of this work is twofold. First, we develop a

set of novel methods for measuring both language uptake and
the distinctiveness of the contexts in which words appear and
show how these methods can be applied to a dense, multimodal
corpus. Second, we provide an empirical proof of concept that
these contextual variables are strong predictors of language
production, even controlling for other factors. Although the re-
lationship between the contexts of use for a word and its ac-
quisition has been proposed by many theorists (2, 11), it has yet
to be shown empirically. Because our empirical findings come
from correlational analyses of data from a single child, whose
individual environment is, by definition, unique, these findings
must be confirmed with much larger, representative samples and
experimental interventions to measure causality. Nevertheless,
the strength of the relationships we document suggests that such
work should be a priority.

Current Study
We conducted a large-scale, longitudinal observation of a single,
typically developing male child’s daily life. The full dataset consists
of audio and video recordings from all rooms of the child’s house
(Fig. S1) from birth to the age of 3 y, adding up to more than
200,000 h of data. For the current study, we focus on the child’s
life from 9–24 mo of age, spanning the period from his first
words (“mama” at 9 mo) through the emergence of consistent
word combinations. From our data, we identified 679 unique
words that the child produced. Although it is quite difficult to
extrapolate from this production-based measure exactly how the
child would have scored on a standardized assessment, 341 of the
child’s words appear on the MacArthur–Bates Communicative
Development Inventory Words and Sentences form. With these
words checked, he would have scored in approximately the 50th
percentile for vocabulary (15). By the end of the study, when the
child was 25 mo old, he was combining words frequently and his
mean length of utterance (MLU) was ∼2.5 words.
Recording took place ∼10 h each day during this period,

capturing roughly 70% of the child’s waking hours. Automatic
transcription for such naturalistic, multispeaker audio is beyond
the current state of the art, with results below 20% accuracy in our
experiments (20); therefore, using newly developed, machine-assisted

speech transcription software (21), we manually transcribed
nearly 90% of these recordings. We only transcribed speech
recorded from rooms within hearing range of the child and during
his waking hours. The resulting high-quality corpus consists of ∼8
million words (2 million utterances) of both child speech and
child-available speech by caregivers that could contribute to the
child’s linguistic input. Each utterance was labeled with speaker
identity using a fully automatic system (more details of data pro-
cessing and transcription are provided in SI Materials and Methods
and Figs. S2 and S3).
Our primary outcome of interest was the child’s production of

individual words. For each of the words the child produced in the
transcripts, we labeled the age of first production (AoFP) as the
point at which the child first made use of a phonological form
with an identifiable meaning [even though forms often change
(e.g., “gaga” for “water”); SI Materials and Methods]. These AoFP
events were identified automatically from transcripts and then
verified manually (Figs. S4–S7). Although the child’s abilities to
comprehend a word and to generalize it to new situations are
also important, these abilities are nearly impossible to assess with
confidence from observational data. In contrast, we were able to
estimate AoFP with high precision.

Predicting Production
Unlike smaller corpora, our dataset allows us to quantify and
compare predictors of word production. In our initial compari-
son, we focus on three variables: ease of producing a word,
complexity of the syntactic contexts in which it appears (22), and
amount of exposure to it (7). In each case, we use a very simple
metric: length of the target word (in adult phonemes); mean
length (in words) of the caregiver utterances in which the target
word occurs before the child first produces it (MLU); and log-
arithm of the average frequency of the target word’s occurrence
each day, again before the child’s first production. Although
there are more complex proxies for ease of production (23) or
syntactic complexity of the input contexts (24), these simple
computations provide robust, theory-neutral measures that can
easily be implemented with other corpora.
Each of these three predictors was a significant independent

correlate of AoFP (rphones = 0.25, rMLU = 0.19, and rfreq =−0.18, all
P <0.001). Longer words and words heard in longer sentences
tended to be produced later, whereas those words heard more
frequently tended to be produced earlier. These relationships
remained relatively stable when all three factors were entered
into a single linear model (Fig. 1A, baseline model), although the
effect of frequency was somewhat mitigated.
A notable aspect of this analysis is the role played by pre-

dictors across syntactic categories. Frequency of occurrence was
most predictive of production for nouns, although it had little
effect for predicates or closed-class words (Fig. 1). Higher use
frequency may allow children to make more accurate inferences
about noun meaning just by virtue of increased contextual co-
occurrence (25, 26). In contrast, the complexity of the syntactic
contexts in which predicate terms occur appears to be more
predictive of the age at which they are acquired (27). Like
predicates, closed-class words were also learned later and were
better predicted by MLU than by frequency. Those closed-class
words appearing in simple sentences (e.g., “here,” “more”) were
learned early, whereas those closed-class words typically found in
longer sentences were learned late (e.g., “but,” “if”), as would be
expected if producing these words depended on inferring their
meaning in complex sentences.
Successively incorporating predictors allows us to examine the

relationship between individual predictors and particular words
through improvements in predicted AoFP [Fig. 2 and online
interactive version (wordbirths.stanford.edu/)]. Long words like
“breakfast,” “motorcycle,” or “beautiful” are predicted to be learned
later when the number of phonemes is added to the model; words
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that often occur alone or in short sentences like “no,” “hi,” and
“bye” are predicted to be learned earlier when MLU is added.
Although previous work on vocabulary development has relied
on between-child analyses of vocabulary size, our analyses illustrate
how these trends play out within the vocabulary of a single child.

Quantifying Distinctive Moments in Acquisition
Jerome Bruner hypothesized the importance of “interaction for-
mats” for children’s language learning (11). These formats were
repeated patterns that were highly predictable to the child, in-
cluding contexts like mealtime or games like “peek-a-boo,”
within which the task of decoding word meaning could be situated.
He posited that inside these well-understood, coherent activities,
the child could infer word meanings much more effectively. Such
activities might therefore play a critical role in learning.
Inspired by this idea, we developed a set of formal methods for

measuring the role of such distinctive moments in word learning.
We examined three dimensions of the context in which a word
appears: the location in physical space where it is spoken, the
time of day at which it is spoken, and the other words that appear
nearby it in the conversation. We hypothesized that distinctive-
ness in each of these dimensions would provide a proxy for
whether a word was used preferentially in coherent activities.
For each dimension (time, space, and language), we created a

baseline distribution of the contexts of language use generally
and measured deviations from it. We derived spatial distribu-
tions from motion in the videos, capturing the regions in the
child’s home where there was motion while words were being
used. We first clustered the pixels of video in which coherent

motion existed and then measured motion in the 487 resulting
clusters (most spanned 0.35–0.65 m2) during 10-s time windows
surrounding each word. Automatic motion detection is a robust
indicator of both the location and trajectories of human activity.
Temporal distributions were created based on the hour of the
day in which a word was uttered.
Linguistic context distributions were built by using a latent

Dirichlet allocation (LDA) topic model, which produced a set of
distinct linguistic topics based on a partition of the corpus into
a set of 10-min “documents” (28). At this temporal resolution,
language related to everyday activities, such as book reading and
mealtime, is identifiable and might span one or a few 10-min
episodes, yielding topics that reflect linguistic regularities related
to these activities. To map this distribution onto individual
words, we computed the distribution of topics for each document
within which a word occurred.
Once we had created context distributions for each dimension,

we computed the distinctiveness of words along that dimension.
We took the Kullback–Leibler (KL) divergence between the
distribution for each word and the grand average distribution
(e.g., the overall spatial distribution of language use across the
child’s home) (29). Because KL divergence estimators are biased
with respect to frequency (30), we explored a number of methods
for correcting this bias, settling on using linear regression to
remove frequency information from each predictor (SI Materials
and Methods). The resulting distinctiveness measures capture the
distance between the contextual distribution of the word and the
contextual distribution of language more generally. For example,
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Fig. 2. Predicted AoFP plotted by true AoFP for successive regression models. Each dot represents a single word, with selected words labeled and lines
showing the change in prediction due to the additional predictor for those words. Color denotes word category, the dotted line shows the regression trend,
and the dashed line shows perfect prediction. (Left) Plot shows the baseline model, which includes frequency, phonemes, and utterance length. (Right)
Subsequent three plots show change due to each distinctiveness predictor when added to the baseline model. An interactive version of this analysis is
available at wordbirths.stanford.edu/.

Roy et al. PNAS Early Edition | 3 of 6

PS
YC

H
O
LO

G
IC
A
L
A
N
D

CO
G
N
IT
IV
E
SC

IE
N
CE

S

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1419773112/-/DCSupplemental/pnas.201419773SI.pdf?targetid=nameddest=STXT
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1419773112/-/DCSupplemental/pnas.201419773SI.pdf?targetid=nameddest=STXT
http://wordbirths.stanford.edu/
fred
Highlight



words like “fish” or “kick” have far more distinct spatial, tem-
poral, and linguistic distributions than the word “with” (Fig. 3).
The more tied a word is to particular activities, the more

distinctive it should be along all three measures, and the easier it
should be to learn. Consistent with this hypothesis, contextual
distinctiveness (whether in space, time, or language) was a strong
independent predictor of the child’s production. Each of the three
predictors correlated with the child’s production more robustly
than frequency, MLU, or word length, with greater contextual

distinctiveness leading to earlier production (rspatial =−0.40,
rtemporal =−0.34, rlinguistic =−0.28, all P <0.001).
These relationships were maintained when the distinctiveness

predictors were entered into the regression models described
above (Fig. 1A). Because the distinctiveness predictors were
highly correlated with one another (r= 0.50–0.57, all P <0.001;
Fig. S8), we do not report a single joint analysis [although it is
available in our interactive visualization (wordbirths.stanford.edu/)];
models with such collinear predictors are difficult to interpret.
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Nevertheless, the distinctiveness predictors did make different
predictions for some words. For example, the words “diaper”
and “change” were highly concentrated spatially but quite diffuse
in time, consistent with their use in a single activity (Table S1).
All three distinctiveness measures were significant predictors

of AoFP, with spatial distinctiveness and temporal distinctive-
ness being the strongest predictors in their respective models.
The strength of word frequency was reduced dramatically in all
models, despite its very low correlation with the distinctiveness
predictors (r values between −0.09 and −0.02; Tables S2–S6).
Our distinctiveness measures did not simply pick out different

syntactic categories. Instead, and in contrast to word frequency,
they had relatively consistent effects across classes (Fig. 1). For
predicates, there was essentially no effect of frequency, but all
three distinctiveness predictors still had significant effects. In
contrast, frequency was still a strong predictor for nouns even
when distinctiveness was included. In some models of closed-
class words, frequency was even a positive predictor of AoFP
(higher frequency leading to later production), presumably be-
cause the most frequent closed-class words are among the most
abstract and least grounded in the details of specific contexts
(e.g., “the,” “and,” “of”).
The distinctiveness predictors also did not simply recreate

psycholinguistic constructs like imageability. We identified the
430 words in the child’s vocabulary for which adult psycholin-
guistic norms were available (31). Within this subset of words, all
three distinctiveness factors were still significant predictors when
controlling for factors like imageability and concreteness.
In sum, despite the radically different data they were derived

from (video of activities, time of day for each utterance, and
transcripts themselves), the three distinctiveness variables showed
strong correlations with one another and striking consistency as
predictors of the age at which words were first produced. This
consistency supports the hypothesis that each is a proxy for a
single underlying pattern: Some words are used within coherent
activities like meals or play time (e.g., breakfast, kick), whereas
others are used more broadly across many contexts. These dif-
ferences may be a powerful driver of word learning.

Conclusions
Children learn words through conversations that are embedded
in the context of daily life. Understanding this process is both an
important scientific question and a foundational part of building
appropriate policies to address inequities in development. To
advance this goal, our work here created measures of the
grounded context of children’s language input, and not just its
quantity. We used distributional distinctiveness of words in space,
time, and language as proxies for the broader notion of their
participation in distinctive activities and contexts. We hypothe-
sized that these activities provide consistent, supportive envi-
ronments for word learning.
We found support for this hypothesis in dense data from a

single child. Across words and word categories, those words that
were experienced in more distinctive contexts were produced
earlier. Because the distinctiveness measures, especially spatial
distinctiveness, were more predictive of learning than quantity of
linguistic exposure, our findings support the utility of probing the
contexts within which words are used and provide a strong ar-
gument for the importance of multimodal datasets.
The causal structure of language acquisition is complex and

multifactorial. The greater children’s fluency is, the greater is the
complexity of their parents’ language (32), and the more words
children know, the better they can guess the meanings of others
(5). In the face of this complexity, about which relatively little is
still known, we chose to use simple linear regression, rather than
venturing into more sophisticated analyses. This conservative
choice may even understate the degree to which our primary
predictors of interest affect the child’s earliest words, because

our models fail to take into account the increasing diversification
of the child’s learning abilities over his or her second year (1, 2, 6).
Nevertheless, because our data came from a single child,

establishing the generality of these techniques will require more
evidence. One strength of the methods we present lies in their
applicability to other datasets via automated and semiautomated
techniques. With the growth of inexpensive computation and
increasingly precise speech recognition, which are hallmarks of
the era of “big data,” datasets that afford such in-depth analyses
will become increasingly feasible to collect. In addition to rep-
lication of our correlational analyses, a second important di-
rection for future work is to make tighter experimental tests of the
causal importance of contextual distinctiveness in word learning.
Theorists of language acquisition have long posited the im-

portance of rich activities and contexts for learning (2, 11, 12).
Our contribution here is to show how these ideas can be in-
stantiated using new tools and datasets. We hope this work spurs
further innovation aimed at capturing the nature of children’s
language learning at scale.

Materials and Methods
Video Processing. The spatial distinctiveness analysis first identifies regions of
pixels that exhibit motion, yielding a 487-dimensional binary motion vector
summarizing the active regions across all cameras. Characterizing motion
relative to regions, rather than individual pixels, is robust to pixel-level noise
and provides a low-dimensional representation of activity. Region-level ac-
tivity for any point in time is obtained bymeasuring pixel value changes in the
region for video frames within ±5 s of the target time. This low-dimensional
representation is advantageous because it requires no human annotation
and is robust to noise while also capturing the locations of activity and a gist
of activity trajectories. More detail on these computations, including how
regions are defined, is provided in SI Materials and Methods.

Extracting Spatial Distinctiveness. A word’s spatial distribution summarizes
where activity tended to occur when the word was uttered. This distribution
is computed from the condensed, region-activity representation of the recor-
ded video described above. First, for any word that the child learns, all child-
available caregiver utterances containing that word before the word birth
are identified. For each such exposure, the region activity vector is calculated
for the utterance time stamp, capturing the immediate situational context of
the child’s exposure to the target word, including the positions of the partic-
ipants and their trajectories if they are in motion. These vectors are then
summed and normalized to obtain the word’s spatial distribution.

A word’s spatial distribution may not be particularly revealing about its
link to location, because locations will generally have different overall ac-
tivity levels. Instead, word spatial distributions are compared with a baseline:
the background distribution of all caregiver language use. The background
distribution is computed in the same manner as word spatial distributions
except that the entire corpus is processed for all caregivers, and not just the
pre-AoFP utterances. To quantify spatial distinctiveness, we compute the
frequency-corrected KL-divergence between the word’s spatial distribution
and the background. The raw KL-divergence (also known as relative en-
tropy) (29) between discrete distributions p and q is written as Dðp k qÞ=
P

ipi log
pi
qi
, and it is 0 if p=q; otherwise, it is positive. The caveat in using KL-

divergence directly for comparing distinctiveness between different words is
that it is a biased estimator and depends on the number of samples used in
estimating p and q. To address this issue, we use a word frequency-adjusted
KL-divergence measure, which is discussed below.

Extracting Temporal Distinctiveness. A word’s temporal distribution reflects
the time of day it is used at an hour-level granularity, from 0 (12:00–12:59
AM) to 23 (11:00–11:59 PM). As with the spatial distribution, for each word
the child learns, all child-available caregiver utterances containing that word
before AoFP are identified. For this set, the hour of the day is extracted from
each utterance time stamp and the values are used to estimate the pa-
rameters of a multinomial by accumulating the counts and normalizing. The
hour of day associated with a word can be viewed as a sample drawn from
the word’s temporal distribution. As with spatial distinctiveness, we use
frequency-adjusted KL-divergence to compare a word’s temporal distribu-
tion with a background distribution computed over all caregiver utterances
in the corpus. Larger KL-divergence values indicate more temporally distinct
word distributions, which tend to be more temporally grounded and used at
particular times of the day.
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Extracting Linguistic Distinctiveness. The child’s exposure to a word occurs in
the context of other words, which are naturally linked to one another
through topical and other relationships. A word’s embedding in recurring
topics of everyday speech may be helpful in decoding word meaning, and
the topics themselves may reflect activities that make up the child’s early
experience. To identify linguistic topics, we used LDA (28), a probabilistic
model over discrete data that is often applied to text. LDA begins with a
corpus of documents and returns a set of latent topics. Each topic is a dis-
tribution over words, and each document is viewed as a mixture of topics.
We used the computed topics to extract the topic distribution for each word
that the child produced. More details of LDA analysis are provided in SI
Materials and Methods. As with both of the previous two distinctiveness
measures, we used frequency-adjusted KL-divergence to compare a word’s
pre-AoFP topic distribution with the background distribution.

Bias Correction for Divergence Estimates. The distinctiveness measures quantify
how aword’s use by caregivers differs from the overall background language use
across spatial, temporal, and linguistic contexts. Within a contextual modality,
for a particular word, we wish to compare the pre-AoFP caregiver word condi-
tional distribution against the baseline distribution, where the distributions are
modeled as multinomials. Although maximum likelihood estimates of multino-
mial parameters from count data are unbiased, KL-divergence estimates are not.
To address this issue, we empirically examined several approaches to quantifying
word distinctiveness. The raw KL-divergence value is strongly correlated with the
sample counts used in constructing the word multinomial distribution, as
expected, and generally follows a power law with logDðpw k pbgÞ∼ − α lognw,
where pw is the estimated word distribution, nw is the number of word samples
used, and pbg is the background distribution. The method we adopted was to

use the residual log KL-divergence after regressing on log count. The distinc-
tiveness score is calculated as Scorew = logDðpw k pbgÞ− ðα0 + α1 lognw Þ, where
α0 and α1 are the regression model parameters. More details are provided in SI
Materials and Methods.

Variable Transformations. All predictor variables were standardized; fre-
quencies were log-transformed. More details are provided in SI Materials
and Methods.

Ethics, Privacy, and Data Accessibility. Data collection for this project was ap-
proved by the MIT Committee on the Use of Humans as Experimental Subjects.
Regular members of the household (family, baby-sitters, or close friends) pro-
vided written informed consent for use of the recordings for noncommercial
research purposes. Occasional visitors were notified of recording activity and
provided verbal consent; otherwise, recordingwas temporarily suspended or the
relevant data were deleted. Datasets such as ours open up new research op-
portunities but pose new and unknown ethical concerns for researchers. To
safeguard the privacy of the child and family being studied here, we are not able
to make available the full video and audio dataset. Nevertheless, we make
aggregate data about individual words available via the GitHub web-based
repository hosting service (github.com/bcroy/HSP_wordbirth), and we encour-
age interested researchers to investigate these data.
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